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Hence we need to find Xi for all detapants to find
which data points are contributing to the boundary

We solve an equervalentption dual which is just
dependendent
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hence we have our hyperplane as
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2 Nonlinear sum Project data into feature space
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